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Quantifying the RFaci from satellites

▼ Due to their high temporal and spatial coverage, satellite observations are unique tools 
to study aerosol-cloud interactions (ACI).

▼ The impact of aerosols on the cloud albedo established by Twomey (1977) has been 
quantified from satellite observations from the past 2 decades.
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“aerosol index” that quantifies the atmo-
spheric load by small particles (19). Under
some assumptions, the aerosol index is ex-
pected to be proportional to the aerosol col-
umn number when the widely used optical
thickness is proportionally more sensitive to
the large particle fraction (20). Spatial and
temporal distribution of the index indicate
that it is mostly sensitive to aerosols gener-
ated by biomass burning and human-generat-
ed pollution (21). Similarly, the polarization
signature of liquid water clouds was used to
derive monthly mean estimates of CDR (22).

A seasonal (March-May) average of these
two parameters, aerosol index and CDR, is
illustrated in Figs. 1 and 2. The highest values
of the aerosol index (Fig. 1) are observed
over southeast Asia and India, as well as
Central Africa. These presumably reflect the
presence of anthropogenic aerosols from in-
dustrial activity and biomass burning. Rela-
tively large values are also observed over the
sub-Sahelian region, Central America, and
Eastern Europe. Very low values are apparent
over the open oceans. There is a significant
land-ocean contrast. The influence of conti-

nental aerosols over the ocean is notable,
particularly downwind of regions with high
aerosol loading (winds are mostly westward
in the tropics, and eastward in mid-latitude
regions). Over the oceans, the highest values
are observed east of China, over the northern
part of the Indian Ocean, downwind of the
Sahel, and surrounding Central America.
Note also that the atmosphere over southern
oceans appears cleaner than over the basins
of the Northern Hemisphere.

Cloud droplet radius estimates (Fig. 2) are
based on the angular signature of the polar-

Fig. 1. Aerosol index
derived from POLDER
measurements during
the spring of 1997. The
aerosol index quantifies
the atmospheric load-
ing by small particles.

Fig. 2. Cloud droplet
radius derived from
POLDER measurements
during the spring of
1997. The units are mi-
crons. White areas cor-
respond to regions
where no successful es-
timate was possible.
This image is based
upon a compilation of
19,500 estimates.
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sol index is roughly proportional to the aero-
sol column number when the optical thick-
ness is affected by the presence of large
particles even in limited number, which puts
a large weight to the large particle fraction.
As shown by the comparison of the blue and
green curves (28) in Fig. 3, CDR is more
sensitive to the aerosol index than to the
optical thickness, which is to be expected,
because the aerosol index is a function of the
CCN concentration. Aerosol characteristics
other than typical size (for instance, their
hygroscopicity) may affect the statistical re-
sults of Fig. 3.

We now compare the observed statistical
relationship to the simple theory originally
proposed by Twomey. The number of aerosol
particles that may act as CCN, Na, and the
number of cloud droplets, Nd, are approxi-
mately related through (29):

Nd ! (Na)" (1)

Cloud process models and measurements in-
dicate that " is on the order of 0.7. If one
assumes a constant liquid water content,
these numbers are related to the cloud droplet
effective radius through (5, 6, 27):
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Thus, a slope of !0.23 is expected between
the mean radius and the aerosol index on a
log-log scale. Figure 4 shows the correspond-
ing plot. Our analysis can be seen as support-
ing Twomey’s hypothesis: There is a linear
relationship (in log scale) between a change
in aerosol concentration and a change in
cloud droplet radius. On the other hand, the
value of the slope is much smaller than the
0.23 expected: 0.085 over the oceans and
0.04 over land. The value found here for the
oceanic cases is very similar to the one that
can be derived from AVHRR data (20) and in
the range of recent modeling results (27).

The results of this study clearly demon-

strate a significant impact of aerosols on
cloud microphysics at the global scale; how-
ever, several limitations discussed below pre-
vent a definite quantitative interpretation of
their indirect radiative forcing.

1) The constraints on the CDR retrieval,
in particular the spatial homogeneity and the
narrow size-distribution criteria, may select
particular cloud types (stratiform rather than
convective) and/or a specific time in the
cloud life cycle. Therefore, the relationship
may not be valid for all cloud types and may
be biased toward sensitive or insensitive
clouds.

2) The parameter of importance for the
Twomey effect is the concentration of CCN
in the atmospheric layer where cloud droplets
are formed. The POLDER retrievals measure
an aerosol load index integrated over the
vertical, not the CCN concentration. This is a
source of uncertainty in the aerosol index–
CDR relationship, although it is reasonable to
assume that the CCN concentration and the
aerosol index are well correlated, because the
latter is proportional to the column aerosol
number.

The observed relationship of Figs. 3 and 4
is clearly not a spurious result of the inver-
sion algorithms. Although over land surfaces
both the aerosol and cloud inversions make
use of the polarized radiance measurements,
the former is based on the magnitude of the
radiance; the latter uses its directional signa-
ture. We cannot identify any mechanism in
the satellite estimates that would generate a
misleading relationship between CDR and
the aerosol index. Moreover, the aerosol in-
version technique over the oceans is based on
the radiance measurement, with limited con-
tribution from polarization.

Because of the various limitations of the
remote sensing techniques and the inherent
statistical aspect of our results, it is not
possible to reliably quantify the aerosol
first indirect radiative effect on climate.
Nevertheless, the present results provide
evidence of a strong effect of aerosols on
cloud microphysics at the global scale and

allow the quantification of the effect’s
magnitude over land and ocean. The ob-
served mean relationship can be used to
validate the aerosol-cloud physical mecha-
nisms implemented in models.

Whether the observed impact on cloud
microphysics is of anthropogenic origin is a
question of importance. The satellite mea-
surement cannot unambiguously distinguish
natural and human-generated aerosols. How-
ever, the analysis of the spatial and temporal
patterns in the aerosol index monthly maps
strongly suggests that the bulk of the aerosol
load originates from slash-and-burn agricul-
ture practices and from highly polluted areas
(25). A large fraction of the observed aerosol
effect on clouds is probably an anthropogenic
impact.
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▼ Quantifying the radiative forcing related to aerosol-cloud interactions (RFaci), or 
Twomey effect, requires a cloud property Xcld and aerosol parameter .α

α Xcld RFaci

▼ The question of the optimal cloud and aerosol properties to study and quantify 
ACI from satellite has been long debated.
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RFaci =
∂R

∂Xcld

∂Xcld

∂α
Δα

Sensitivity of the net radiative flux R to 
a cloud property Xcld. Obtained from 
radiative transfer.

Sensitivity of the cloud property Xcld 

to an aerosol parameter α

Aerosol perturbation 
(e.g. anthropogenic)

α Xcld RFaci

▼ This translates to

▼ The question of the optimal cloud and aerosol properties to study and quantify 
ACI from satellite has been long debated.
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▼ Xcld and  should both be obtained from satellite. Early studies used available satellite 
retrievals, such as the droplet effective radius (reff) and the aerosol optical depth 
(AOD) or index (AI).

α
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RFaci =
∂R
∂reff

∂reff

∂AI
ΔAI

Here, the slope provides directly the 
sensitivity of the effective radius to AI:

▼ These properties were then selected for convenience: they were related to radiative 
properties but not necessarily to the cloud formation and growth processes!

Quantifying the RFaci from satellites
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Aerosol and cloud properties for satellite ACI studies

▼ The cloud droplet number concentration (Nd) is most directly related to nucleation 
processes and changes in aerosol concentrations. 

▼ Nd is typically not available in operational satellite products. Indirect Nd estimates 
were still obtained and used to quantify ACI
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Fig. 1. Annual mean (five-year average) (a) cloud droplet number concentration (cm�3) and (b) fine-mode aerosol optical depth (AODFM,
unitless) as derived from MODIS.

lifetime effects, as the former leads to a decrease in CDR
with increasing aerosol concentration (through increasing
CDNC), while the latter could lead to an increase in CDR
(through increasing cloud water content; Quaas et al., 2004).
In the present study, thus, we opt for a different measure of
the aerosol indirect effect, which is the relationship between
CDNC and aerosol concentration. CDNC has the advantage
to be independent of the cloud liquid water content. The
CDNC to fine-mode aerosol optical depth (AODFM) rela-
tionship is then established from satellite data, and the model
parameterizations are adjusted to produce the same relation-
ship.

2 Method

The tools used in this study are satellite data from the MOD-
erate Resolution Imaging Spectroradiometer (MODIS) and
the two general circulation models (GCMs) of the Labora-
toire de Météorologie Dynamique (LMD-Z), and the Max
Planck Institute for Meteorology (ECHAM4).
We are using data from the MODIS instrument on board

the Terra satellite for a five-year period between March
2000 and February 2005. Aerosol optical depth is derived
at 550 nm (Remer et al., 2005), as well as the fraction of
fine particles (yielding the fine-mode aerosol optical depth,
AODFM). We use the data derived over oceans only be-
cause of their better accuracy. It is recognized, indeed, that
the AODFM is not reliable over land (Y. Kaufman, personal
communication). Cloud droplet effective radius and cloud
optical depth in the solar spectrum (COD) are derived in
the 2.1µm channel assuming plane-parallel homogeneous
clouds above a black surface in combination with a non-
absorbing channel at 0.86µm (Platnick et al., 2003). We

calculate the cloud droplet number concentration from re-
trieved, quality-assured CDR and COD assuming adiabatic
clouds as proposed by Brenguier et al. (2000) and Schüller et
al. (2005). The assumption implies adiabatically ascending
air parcels within a cloud with a constant cloud droplet num-
ber concentration in the vertical, while liquid water content
and thus cloud droplet radius increase monotonically. Hence,
the cloud droplet number concentration can be expressed in
terms of the cloud-top droplet effective radius, re, and the
visible cloud optical depth, ⌧c, as:

Nd = ↵⌧ 0.5c r�2.5
e (1)

Nd in the above equation is derived from the combination of
Eqs. (10) and (13) of Brenguier et al. (2000), with the coef-
ficient ↵=1.37 10�5 m�0.5 derived from the constants given
in their study. To compute CDNC from MODIS retrievals of
COD and CDR, we choose only those data pixels, where the
retrieval is the most reliable (in the interval 4µmre30µm
and 4⌧c70; Nakajima and King, 1990), and where the
grid-box mean cloud top temperature is larger than 273K
to assure that only liquid water clouds are considered. We
compute CDNC from the joint histograms of COD and CDR
at a 1�⇥1� horizontal and daily temporal resolution1. The
annual mean distribution is shown in Fig. 1a. As expected,
CDNC is larger over continents than over oceans. Limited re-
liability of MODIS retrievals at very high latitudes and over
deserts may imply that the very large CDNC over these re-
gions are unrealistic. Generally, CDNC is larger over the
northern than over the southern hemisphere. Over oceans, it
is largest in coastal zones, particularly in the lee of the north-
ern hemisphere continents. Over oceans, a marked merid-
ional gradient is found with larger CDNC over high latitudes

1The dataset may be downloaded at http://doi.tib.uni-hannover.
de:8000/ under doi:10.1594/WDCC/MODIS CDNC.
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calculate the cloud droplet number concentration from re-
trieved, quality-assured CDR and COD assuming adiabatic
clouds as proposed by Brenguier et al. (2000) and Schüller et
al. (2005). The assumption implies adiabatically ascending
air parcels within a cloud with a constant cloud droplet num-
ber concentration in the vertical, while liquid water content
and thus cloud droplet radius increase monotonically. Hence,
the cloud droplet number concentration can be expressed in
terms of the cloud-top droplet effective radius, re, and the
visible cloud optical depth, ⌧c, as:

Nd = ↵⌧ 0.5c r�2.5
e (1)

Nd in the above equation is derived from the combination of
Eqs. (10) and (13) of Brenguier et al. (2000), with the coef-
ficient ↵=1.37 10�5 m�0.5 derived from the constants given
in their study. To compute CDNC from MODIS retrievals of
COD and CDR, we choose only those data pixels, where the
retrieval is the most reliable (in the interval 4µmre30µm
and 4⌧c70; Nakajima and King, 1990), and where the
grid-box mean cloud top temperature is larger than 273K
to assure that only liquid water clouds are considered. We
compute CDNC from the joint histograms of COD and CDR
at a 1�⇥1� horizontal and daily temporal resolution1. The
annual mean distribution is shown in Fig. 1a. As expected,
CDNC is larger over continents than over oceans. Limited re-
liability of MODIS retrievals at very high latitudes and over
deserts may imply that the very large CDNC over these re-
gions are unrealistic. Generally, CDNC is larger over the
northern than over the southern hemisphere. Over oceans, it
is largest in coastal zones, particularly in the lee of the north-
ern hemisphere continents. Over oceans, a marked merid-
ional gradient is found with larger CDNC over high latitudes

1The dataset may be downloaded at http://doi.tib.uni-hannover.
de:8000/ under doi:10.1594/WDCC/MODIS CDNC.
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Fig. 2. CDNC-AODFM relationships over ocean, as given by MODIS (black, circles), and the LMDZ (red, squares), and ECHAM4 (green,
diamonds) GCMs using (a) the original and (b) the adjusted parameterizations. Error bars show ±1 standard deviation within each bin.

3 Results

3.1 CDNC-AODFM-relationship using the original param-
eterizations

Figure 2a shows the relationship between CDNC and
AODFM over oceans, as given from MODIS compared to
the results from the GCMs. LMDZ strongly overestimates
CDNC, and the slope of the relationship is too steep. Also,
the variability, expressed in terms of standard deviation, is
too large. For ECHAM4, these findings are even more pro-
nounced except for very small AODFM.
Since the adiabatic CDNC used here does not depend

on cloud water content and cloud geometry, the CDNC-
AODFM relationship over oceans and over continents should
be approximately the same. We also assume here that the sys-
tematic difference in vertical velocity over oceans and con-
tinents do not result in systematically different relationships
between CDNC and AODFM. The absence of AODFM data
over continents thus does imply a limitation for our study.
In Fig. 2, AODFM bins are chosen so that each bin contains
the same number of measurements, so that the distribution
of the points along the AODFM axis gives an indication of
the AODFM histogram for both the models and the satellite-
retrievals. These histograms roughly agree, implying that the
models simulate AODFM distributions well enough to apply
our method.

3.2 Fitting the parameterizations

For the LMDZ GCM, we adjust a0 and a1 of the BL95
formula (Eq. 2), so that the model reproduces the CDNC-
AODFM relationship. Rather than exploiting the full range

of possibilities for (a0, a1), we diagnose the parameters by
fitting a relationship of the form Nd=exp(d0+d1ln⌧a,f m) to
the satellite data (getting d0=5.0 and d1=0.30), and a lin-
ear relationship between fine-mode aerosol optical thick-
ness and cloud-base aerosol mass concentration as given by
LMDZmodel results (ma=� ⌧a,f m; getting �=0.1). Combin-
ing these two relationships results in a0=d0+d1ln�=4.3 and
a1=d1=0.30.
For the ECHAM4 GCM, the fitted parameters of the

LL97 formula (Eq. 3) are b1=1.0 and b2=0.667, while
b0=0.023 cm4 s�1 remains unchanged.
Figure 2b shows the adjusted relationships over oceans,

where the mean values now match well the observations.
Only for very large AODFM, the simulated relationship from
LMDZ shows slightly lower CDNC than the observations.
Such situations, however, constitute only about 10% of the
cases. The variability is not very well reproduced. Both
models simulate too little variability at smaller aerosol con-
centrations, and for larger aerosol concentrations LMDZ still
predicts too low variability, while for ECHAM4 the oppo-
site is true. This different behaviour of the two parame-
terizations may be explained by the fact that LMDZ uses
only the aerosol concentration to diagnose the CDNC, while
ECHAM4 also takes the updraft velocity into account.

3.3 Radiative forcings

Figure 3 shows the resulting annual mean radiative forc-
ings from the models, comparing the original parameteri-
zations to the adjusted ones. The radiative forcing is de-
fined here as the difference in top-of-the-atmosphere short-
wave net radiative flux between two multi-annual simula-
tions, where the first simulation uses present-day and the

Atmos. Chem. Phys., 6, 947–955, 2006 www.atmos-chem-phys.net/6/947/2006/
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▼ This approach to estimate Nd is based on crude assumptions of adiabatic growth of 
droplets and of measurement of reff at cloud top (Brenguier et al, 2000).

▼ Under these assumptions, Nd can be related to historically retrieved cloud properties: 

Nd =
5

2πk ( fadcwτc

Qextρwreff ) ≈ 1.37 10−5 τ0.5
c r−2.5

eff

k: shape parameter of the droplet size distribution
cw: condensation rate
Qext: extinction coefficient
fad: adiabatic fraction

: cloud optical depth (COD)τc

▼ Grosvenor et al (2018; Rev. Geophys.) estimated that errors on such Nd retrievals are 
at least 50% for single-layer and homogeneous stratocumulus. They are largely 
unreliable in other conditions.

Aerosol and cloud properties for satellite ACI studies
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▼ The aerosol parameter is also difficult to select. Ideally, it would be the CCN number 
concentration, however unavailable from satellite remote sensing only.

▼ Usual alternatives are the AOD and the AI, both radiative properties:

▼ AI carries information on small particles, making it well suited to represent CCN! In 
wildly used products (e.g. MODIS) it is not available over land and considered 
uncertain over ocean.

▼ AOD is a useful alternative, especially for the fine mode, but remains influence by 
the aerosol size.

Aerosol and cloud properties for satellite ACI studies
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▼ The aerosol parameter is also difficult to select. Ideally, it would be the CCN number 
concentration, however unavailable from satellite remote sensing only.

▼ Usual alternatives are the AOD and the AI, both radiative properties:

▼ AOD is a useful alternative, especially for the fine mode, but remains influence by 
the aerosol size.

▼ Remains important issues for both parameters

▼ No information on speciation and hygroscopic growth

▼ They are vertically integrated, CCN are important at cloud-base.

▼ Usually not exactly co-located with cloud properties

Aerosol and cloud properties for satellite ACI studies
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▼ AI carries information on small particles, making it well suited to represent CCN! In 
wildly used products (e.g. MODIS) it is not available over land and considered 
uncertain over ocean.



▼ Methods combining satellite-derived Nd estimates with AI or AOD estimates constitute 
the core of approaches to quantify the RFaci.

J. Quaas et al.: Twomey from satellite 15089

Figure 1. Analysis of Nd in the “virtual reality” of a cloud-resolving simulation: droplet number concentration (cm�3) from the ICON
large-eddy simulation (156 m horizontal resolution) over the domain of Germany for 2 May 2013 (Heinze et al., 2017), for the overpass
times of the Terra and Aqua satellites for which the swath of the MODIS instrument covered the domain (twice around 10:30 local solar
time for Terra, twice around 13:30 for Aqua) even if no actual data are used in this analysis (Costa-Surós et al., 2020). Joint histograms,
normalised along the y axis as in Gryspeerdt et al. (2016) for (a) column-maximum (proxy for activated CCN) vs. cloud-top Nd (taken at
⌧c = 1 integrated from cloud top) and (b) Nd derived from re and ⌧c as in Grosvenor et al. (2018) vs. cloud-top Nd, where both quantities
are computed as seen from a satellite using the Cloud Feedback Model Intercomparison project (CFMIP) Observational Simulator Package
COSP (Bodas-Salcedo et al., 2011). The blue line is the mean in each bin for cloud-top Nd.

Figure 2. Regression coefficients of Nd computed on the basis of retrievals of the MODerate Resolution Imaging Spectroradiometer (MODIS;
Platnick et al., 2017) as in Grosvenor et al. (2018) and AI from MODIS (Levy et al., 2013) from the daily temporal variability in grid boxes
of 1� ⇥ 1�.

6 Quantification for the regression coefficient

When sensitivities are approximated by linear regression co-
efficients from an ordinary least-squares (OLS) line fitting
method, rather than derived in the form of joint histograms,
the problem of regression dilution arises to the extent that
the aerosol quantity shows errors: the regression coefficient
becomes gradually smaller as the stochastic error increases
(Cantrell, 2008; Pitkänen et al., 2016; Wu and Yu, 2018).
Regression dilution, also known as regression attenuation, is
a problem if the independent variable (x axis) in the regres-
sion is subject to a statistical error. If the regression method
does not take the statistical error into account, which is often
the case (for example in OLS), the regression coefficient is
always systematically biased low. In turn, statistical error on

the dependent variable (y axis) only causes uncertainty in the
regression coefficient but no systematic bias. This is quanti-
fied for the column-CCN vs. Nd sensitivity evaluated as a
regression coefficient in Fig. 3. Due to the regression dilu-
tion, the sensitivity decreases by factors of 2 to 3 as the error
in column CCN increases when considering relative errors
of 50 %. This can to a large extent be remedied by ignor-
ing data points at low CCN concentrations from the regres-
sion (Fig. 3b). However, this solution is limited to regions
not dominated by low aerosol concentrations. Figure 3 also
illustrates that an absolute bias in the data translates to rela-
tive bias in logarithmic scale. Therefore, if no bias correction
is applied, an absolute bias in the data will cause a bias in
the sensitivity estimates. As shown by Pitkänen et al. (2016),
the regression dilution in turn becomes weaker at coarser ag-

https://doi.org/10.5194/acp-20-15079-2020 Atmos. Chem. Phys., 20, 15079–15099, 2020

∂Nd

∂AI

Quaas et al. (2020), ACP

▼ Other important issues impacting both cloud and aerosol properties are the regime 
dependance and the aggregation scale.

▼ Alternative methods are emerging, attempting to tackle these issues.

Aerosol and cloud properties for satellite ACI studies
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▼ For example, Hasekamp et al (2019) attempted an indirect satellite estimate of a CCN 
burden from polarimetric measurements.

▼ This allows for hygroscopicity-corrected RFaci estimates

Aerosol and cloud properties for satellite ACI studies
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▼ For example, Hasekamp et al (2019) attempted an indirect satellite estimate of a CCN 
burden from polarimetric measurements.

Hasekamp et al. (2019), Science

US East coast as well as biomass burning west of Africa are more
pronounced in Nccn, whereas mineral dust transport from the
Sahara over the Atlantic ocean gives a large signal in AOD but is
almost absent in Nccn.

Figure 3 shows the relationships of Nd with AOD, AI, and
Nccn, respectively, for global ocean retrievals. Comparing the
dependence of Nd on AOD and AI, we see that for AI the
dependency is stronger for higher AI values, but at AI values
<0.05 there is virtually no dependence of Nd on AI. This suggests
that AI is a poor CCN proxy at low AI but a better CCN proxy
than AOD at higher values of AI. An explanation for the behavior
at low AI is that the Angstrom Exponent can get very close to 0
(meaning that the AOD is independent of wavelength), in which
case AI is no longer related to particle concentration. Further-
more, as suggested by Ma et al.12, absolute measurement
uncertainties dominate at low aerosol concentrations (and hence
low-AI values) which leads to an underestimate of susceptibility.
When leaving out AI values <0.05 the slope increases from 0.4 to
0.57. Nccn shows the strongest relationship with Nd. Here,
increase in slope, (from 0.55 to 0.66) by leaving out the small
values affected by measurement uncertainties (see Methods) is
less strong than for AI. Removal of the largest 10% of data would
slightly enhance the slope for Nccn, but the increase is small (0.01)
and even weaker for AI.

Susceptibilities Saod, Sai, and Sccn, corresponding to AOD, AI,
and Nccn, respectively, for different geographical regions21 are
shown in Fig. 4. The values were determined using the whole
range for AOD, AI, and Nccn (Sfull, solid bars), and also when
ignoring the low values (Sopt, transparent bars). As shown by our
simulator (see Methods), Soptccn provides our best estimate for
susceptibility for Nccn, as it ignores the low values affected by

measurement uncertainties. A similar reasoning would apply for
AOD and AI, but all previous studies on RFaci used in the IPCC
5th assessment report (AR5)2 used the whole range of AOD or
AI, so in order to compare with previous work Sfullaod and Sfullai are of
relevance. For all regions, both, Sfullccn and Soptccn are higher than or
similar to the corresponding values of Sai and Saod. S

full
ai is either

similar to or smaller than Sfullaod, while S
opt
ai > Soptaod for most regions.

The value Soptccn = 0.66 for Nccn for the global ocean (range between
0.4 and 0.85 for the different regions) is about 50% higher than
both Sfullaod (0.41) and Sfullai (0.40), which are based on the approach
used in previous studies included in IPCC-AR52. Looking at the
different regions, the relative difference between Soptccn and Sfullaod are
largest in NAO, TAO, NPO and TPO. The relative difference
between Soptccn and Sfullai are for most regions similar to the global
difference, except for SPO, SIO, and SAO which are strongly
affected by the Nd-AI behavior at low AI. The susceptibility we
find using Nccn is closer to the values found by in situ studies22
than the susceptibilities based on AOD or AI. The susceptibility
for AI (Soptai ) gets much closer to that of Nccn (S

opt
ccn) when AI values

<0.05 are left out.

Radiative forcing due to aerosol–cloud interactions. Based on
Soptccn, we determine RFaci using different aerosol–climate models8 to
compute the increase ΔNccn between pre-industrial times (PI) and
present-day (PD). Here, we assume that our derived susceptibilities
are applicable to the PI–PD increase in vertically integrated CCN
concentration at 0.3% supersaturation. From ΔNccn we compute
ΔNd using the values of Soptccn for the different regions, the resulting
change in cloud albedo using the Twomey formula1 and the
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Fig. 2 Aerosol Optical Depth and CCN column number. Annual average values of the aerosol optical depth (AOD) and cloud condensation nuclei (CCN)
column number (Nccn) for 2006.
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▼ This allows for hygroscopicity-corrected RFaci estimates

demonstrates our assumption on this aspect does not contribute to
the uncertainty in RFaci.

The values RFaci;aod (based on Sfullaod) and RFaci;ai (based on Sfullai ) are
−0.33Wm!2 (range: −0.19 to −0.54Wm!2) and −0.80Wm!2

(range: −0.58 to −1.24Wm!2), respectively. Here, the differences
between RFaci;aod and RFaci;ai can be explained by the fact that the
PD–PI increase in AI from the models is much larger than the
increase in AOD. Our ranges overlap with previous estimates based
on AI and AOD4,8 but the best estimates are more negative. This is
mainly because those earlier studies assumed a very small
contribution to RFaci over land, where satellites have poor
capabilities in providing AI/AOD–Nd relationships8 (our ocean-
only values for RFaci;aod and RFaci;ai are very close to the earlier
studies4,8). It is interesting to note that if we use Soptai we obtain an
RFaci estimate of −1.04Wm!2, i.e., close to our best estimate. This
suggests that the main issue with the use of AI as in previous studies
is its behavior at small values, and in other aspects it appears to be a
useful proxy for CCN8.

Discussion
It is not straightforward to scale our RFaci estimate to an effective
radiative forcing due to aerosol–cloud interactions (ERFaci), which
also includes other aerosol induced changes in cloud properties
(e.g., cloud fraction and liquid water path). However, recent
studies23,26 suggest that ERFaci is at least as negative as RFaci
because the negative effect (in terms of radiation) of cloud fraction
adjustment is most likely stronger than the positive effect of LWP
adjustment. The top-down study on the Earth energy balance by
Murphy et al.27 finds a possible range (90% confidence) in total
aerosol radiative forcing (ERFaciþari), including also aerosol-
radiation interactions, between −0.3 and −1.9Wm!2 (best esti-
mate −1.06Wm!2), which is close to the estimated ERFaciþari
range of Bellouin et al.28, between −0.4 and −2.0Wm!2 (90%
confidence, which infers the lower bound of −2.0Wm!2 also by a
top-down approach). Taking our RFaci estimate as a lower bound
for ERFaci, and assuming RFari due to aerosol-radiation interac-
tions to be at least2 −0.2Wm!2, we see that our estimated RFaci
range is plausible given the top-down estimates, although the most
negative values are only realistic if RFari is weak and the LWP and
cloud fraction effects cancel each other out. Also, our estimate is

plausible given estimates from climate models constrained by
pollution trends29 (between −0.90 and −1.70Wm!2 at 68%
confidence).

The IPCC-AR5 estimate2 of ERFaci, is −0.45Wm!2. This
relatively weak negative forcing, which is reduced compared to
IPCC-AR430, is a result from an expert judgement where a large
weight was given to satellite based studies. It has already been
suggested by previous authors8,9, and supported by our results,
that some of the earlier satellite-based estimates of RFaci, used in
IPCC-AR5, were biased low due to the use of AOD as CCN
proxy. We find that also the AI estimates are biased low by almost
50% due to issues at low-AI values. Our RFaci estimate overcomes
the known issues with previous estimates by using aerosol mea-
surements more directly related to aerosol–cloud interactions
(aerosol number, size, and shape)14,15 and by using only mea-
surements in the range not dominated by measurement uncer-
tainties. The lower bound of our range (RFaci =−0.84Wm!2) is
almost a factor 2 more negative than the IPCC-AR5 estimate of
ERFaci, and is actually more in line with the IPCC-AR4 estimate.
Our best estimate of RFaci =−1.14Wm!2 is even more negative
than the IPCC-AR5 estimate of −0.90Wm!2 for the total aerosol
radiative forcing (ERFaciþari). These findings put into question
that by expert judgement the satellite studies were given more
weight than model estimates in IPCC-AR5, resulting in a weaker
negative forcing than IPCC-AR4, in particular because our esti-
mate is more in line with the models and with IPCC-AR4. A
stronger aerosol cooling indicates that the global temperature is
more sensitive to anthropogenic greenhouse gas emissions than
previously assumed31, because it partly masks the warming by
greenhouse gases32.

Methods
POLDER-3 aerosol retrievals. In this work, we use the POLDER-3 aerosol pro-
duct retrieved by the SRON aerosol retrieval algorithm16,17 (processed for the year
2006) previously used for computing the direct radiative effect of aerosols18.
Retrievals are based on Collection-3 level-1 POLDER-3 medium resolution data
(18 ´ 18 km2). We restrict ourselves to retrievals over ocean because of limited
quality of over-land retrievals, especially for cases with low aerosol loading. Fur-
thermore, we restrict the study to 60#S < latitude <60#N. POLDER-3 achieves
global coverage in 1.5 days.

Cloud screening has been performed based on goodness-of-fit between forward
model and measurement17. This means aerosol retrievals in (partly) cloudy scenes
and directly next to clouds are excluded33. The aerosol products have been gridded
on a 1# ´ 1# latitude-longitude grid. The aerosol retrieval algorithm is based on a
description of aerosols by a fine and a coarse mode (indicated by superscripts f and
c, respectively), where each mode is described by a log-normal function. Aerosol
properties in the state vector are for both modes the effective radius reff , effective
variance veff , the real and imaginary part of the refractive index mr and mi , and the
aerosol column number concentration Na . The fraction of spheres34 f sp of the
coarse mode is included as a fit parameter in the retrieval state vector. In this study,
we use the AOD, Na, reff , and veff of the fine and coarse mode, and f sp.

Nccn is computed from the log-normal bi-modal size distribution for the
retrieved Na , reff and veff of the fine and coarse mode as the column number of
particles with radius > rlim ¼ 0:15 µm. To investigate the capability of POLDER-3
to provide Nccn, we created 1000 synthetic POLDER-3 measurements with varying
aerosol properties in the following range (superscripts f and c indicate fine and
coarse mode, respectively): 0.02–0.3 µm for rfeff , 0.65–3.5 µm for rceff , 0.1–0.3 for

vfeff , 0.4–0.6 for vceff , 1.33–1.60 for mf
r and mc

r , 10
!8−0.1 for mf

i , 10
!8–0.02 for mc

i ,
0.005–0.7 for AODf and AODc, and 0–1 for f sp. We put a random error on the
synthetic measurements with a standard deviation of 2% for radiance and 0.015 for
degree of polarization, which is representative for POLDER-3 measurements over
ocean35. From the synthetic experiment we conclude that the uncertainty on
individual retrievals of rfeff is 0.034 µm (bias 0.016 µm) and on f sphere 0.25 (bias
0.13). For Nccn we find that for 71% of the data the difference between retrieved
and true Nccn is smaller than 0:20 % Nccn þ 4 ´ 106 cm!2. We use this as an
uncertainty estimate of Nccn.

Comparing POLDER Npol
ccn with corresponding values Naer

ccn computed from
the aerosol size distribution of ground-based aerosol robotic network
(AERONET) measurements, we find (Supplementary Fig. 1) R2 ¼ 0:58, a bias of
8.0 × 106 cm!2, a mean absolute difference of 1.95 × 107 cm!2, and a root mean
square difference of 3.90 × 107 cm!2. Totally, 51% of the POLDER-AERONET
differences are smaller than the error bound found from the synthetic
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this study.
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▼ They estimated a median RFaci of -0.33 W m-2 from AOD, of -0.8 W m-2 from AI and of 
-1.14 W m-2 from the CCN-burden!

Aerosol and cloud properties for satellite ACI studies
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▼ The RFaci only represent a part of ACI (the better understood one!). 

▼ Rapid cloud adjustment of the LWP, cloud fraction, lifetime, vertical extent and 
precipitation rate can also appear (among others).

▼ Combining adjustments and RFaci leads to the effective radiative forcing, ERFaci.

The ERFaci from satellite observations
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▼ The RFaci only represent a part of ACI (the better understood one!). 

▼ Combining adjustments and RFaci leads to the effective radiative forcing, ERFaci.

α Nd RFaci

▼ For instance, including adjustments to LWP and CF:
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▼ Rapid cloud adjustment of the LWP, cloud fraction, lifetime, vertical extent and 
precipitation rate can also appear (among others).



▼ The RFaci only represent a part of ACI (the better understood one!). 

▼ Combining adjustments and RFaci leads to the effective radiative forcing, ERFaci.
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▼ For instance, including adjustments to LWP and CF:
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▼ Rapid cloud adjustment of the LWP, cloud fraction, lifetime, vertical extent and 
precipitation rate can also appear (among others).



▼ The RFaci only represent a part of ACI (the better understood one!). 

▼ Combining adjustments and RFaci leads to the effective radiative forcing, ERFaci.
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∂CF

∂CF
∂Nd
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▼ For instance, including adjustments to LWP and CF:
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▼ Rapid cloud adjustment of the LWP, cloud fraction, lifetime, vertical extent and 
precipitation rate can also appear (among others).



▼ Adjustments are difficult to quantify using satellites because retrievals are highly 
correlated to each other and confounding factors are difficult to isolate.

The ERFaci from satellite observations
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▼ Adjustments are difficult to quantify using satellites because retrievals are highly 
correlated to each other and confounding factors are difficult to isolate.

Gryspeerdt et al (2019), ACP

▼ LWP adjustments are still expected to be significant, as shown by Gryspeerdt et al: E. Gryspeerdt et al.: Cloud droplet number and liquid water 5335

2016). It also makes the assumption that the observed con-
ditional probabilities represent the causal relationship (i.e.
P(L|Nd) = P(L|cNd), representing only E1), an assumption
that will be investigated in this work.

P(↵|N̂d) =

X

fc

X

L

P (↵|fc,L,Nd)P (fc|Nd)P (L|Nd) (2)

P(↵|⌧̂a) =

X

Nd

P(↵|N̂d)P (Nd|⌧a) (3)

The albedo sensitivity to aerosol through modifications of
each of the components of the albedo (Nd, L, fc) can be de-
termined by replacing probabilities conditioned on Nd with
unconditional probabilities. For example, the sensitivity due
only to Nd variations (the Twomey effect; Twomey, 1974)
can be determined by removing any dependence of CF and
LWP on Nd (P(fc|Nd) = P(fc) and P(L|Nd) = P(L)) in
Eq. (2). The change in planetary albedo is then determined
by multiplying each grid box by 1 � f ice

c (the ice cloud frac-
tion), making the implicit assumption that there is no change
in the ice cloud albedo or f ice

c . This is converted to a radia-
tive forcing by multiplying by the incoming solar flux and
anthropogenic aerosol fractions from Bellouin et al. (2013)
and Kinne (2019).

To avoid uncertainties associated with the aerosol anthro-
pogenic fraction inherent in estimates of the aerosol radiative
forcing, the effective radiative forcing (ERF) due to LWP
changes is not reported directly, only as a fraction of the
RFaci calculated using the same dataset (Bellouin and Quaas,
2019). The value for the forcing due to LWP changes can be
re-constructed using an appropriate estimate of the RFaci if
required (e.g. Quaas et al., 2008; Stevens et al., 2016; McCoy
et al., 2017; Gryspeerdt et al., 2017).

4 The Nd–LWP relationship

4.1 Global relationships

Similar to previous studies (Michibata et al., 2016), a neg-
ative linear Nd–LWP sensitivity (Fig. 2a, equivalent to the
slope of the orange line in Fig. 2b) is found globally over
oceans, with a particularly strong negative relationship in
the subtropical stratocumulus decks off the western coasts
of continents. Positive sensitivities are observed in some re-
gions, particularly in the East China Sea. The sensitivity be-
comes noisier close to the international dateline, due to a
mismatch between the MODIS and AMSR-E definitions of a
day.

A similar negative relationship is observed when using
the AMSR-E LWP, both the all-sky LWP (Fig. 2c) and the
in-cloud LWP (Fig. 2e). The relationship in Fig. 2c, using
the all-sky LWP, is much weaker than the in-cloud LWP in
Fig. 2e, which is the most strongly negative linear sensitivity
of the three relationships in Fig. 2. A strong positive relation-
ship remains in the East China Sea.

Figure 2. (a, c, e) The sensitivity (linear regression coefficient in
log–log space) of Nd to LWP for a selection of different LWP mea-
sures, using MODIS Nd for the period 2007–2009. The sensitivities
are calculated at a 1� by 1� resolution from instantaneous (daily)
data. (a) MODIS LWP, (b) AMSR-E (all-sky) LWP and (c) AMSR-
E (in-cloud) LWP. The right-hand column shows the global joint
Nd–LWP histogram, where each column is normalised so that it
sums to 1 (showing P(LWP|Nd)). The black line is at an effective
radius of 15 µm (assuming adiabatic clouds), an approximate indi-
cator of precipitation, with precipitating clouds lying to the upper
left of the line. The orange line is a linear regression on the data,
with the linear sensitivity shown in the top left of the subplot. The
blue line is a fit of the form Eq. (1), with the gradients ml and mh
shown in the lower right of each subplot.

The Nd–LWP joint histograms shown in the right-hand
column of Fig. 2 show that the Nd–LWP relationship is
highly non-linear at a global scale. All of the histograms
show an increase in the LWP with increasing Nd at low Nd,
followed by a decrease in the LWP at high Nd. Despite global
variations in Nd and LWP retrieval biases (e.g. Grosvenor
and Wood, 2014) and in Nd, this non-linearity is not obvious
in the global plots of the linear sensitivity. However, a sim-
ilar variation in the sensitivity simulated in LES (Xue et al.,
2008; Dagan et al., 2015, 2017) and in studies of ship tracks,
where the impact of the injection of aerosol from shipping
depends on the background cloud state (Goren and Rosen-
feld, 2014; Toll et al., 2017). This non-linearity is consistent
with the action of at least two proposed aerosol effects in liq-
uid clouds (E1). The positive relationship at low Nd is con-
sistent with precipitation suppression, occurring only in the
precipitating region of the Nd–LWP space (left of the black
line in Fig. 2b, d, f). Warm cloud invigoration would also
be consistent with a positive Nd–LWP relationship. The neg-
ative relationship at high Nd, in regions of Nd–LWP space
where the cloud is unlikely to be precipitating (right of the

www.atmos-chem-phys.net/19/5331/2019/ Atmos. Chem. Phys., 19, 5331–5347, 2019

▼ Global negative Nd-LWP relationship.

▼ Positive relationship for small Nd, 
consistent with precipitation 
suppression and cloud invigoration.

▼ The Nd-LWP relation appears weaker 
on natural experiments, setting a 
bound to the adjustments.

▼ LWP adjustments can offset the RFaci 
by 60%.

▼ Still very uncertain!

The ERFaci from satellite observations
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Natural experiments to the rescue

▼ Natural experiments are becoming increasingly useful to provide a controlled setup to 
better understand cloud adjustments.
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Natural experiments to the rescue

▼ Natural experiments are becoming increasingly useful to provide a controlled setup to 
better understand cloud adjustments.

Gryspeerdt et al (2021), ACP

▼ For instance, following the previous analysis, ship tracks can be used to quantify the 
time scale of LWP adjustments

▼ This studies demonstrates, using natural experiments, the importance of considering 
time scales when accounting for ACI.
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The challenge of ice and mixed-phase clouds

▼ A strong emphasis in ACI studies from satellite observation is put on liquid clouds!

▼ The ERFaci associated with ice and mixed-phase clouds remains largely unknown, 
largely due to a lack of adapted cloud properties.
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The challenge of ice and mixed-phase clouds

▼ A strong emphasis in ACI studies from satellite observation is put on liquid clouds!

Sourdeval et al (in prep)

▼ The ERFaci associated with ice and mixed-phase clouds remains largely unknown, 
largely due to a lack of adapted cloud properties.

▼ However, emergent methods to retrieve e.g. the ice crystal number concentration 
from satellite observations start allowing for similar studies!

−65 to −60°C −55 to −50°C −45 to −40°C −35 to −30°C

0
−

0.4 km
0.4

−
1 km

1
−

3 km
3
−

5 km

10−8 10−7 10−6 10−8 10−7 10−6 10−8 10−7 10−6 10−8 10−7 10−6

101

102

103

101

102

103

101

102

103

101

102

103

αΔT
all  CAMS (kg m−2)

N
ic

e 
(L

−1
)

Frontal | Mid−lat North | DJF

−65 to −60°C −55 to −50°C −45 to −40°C −35 to −30°C

0
−

0.4 km
0.4

−
1 km

1
−

3 km
3
−

5 km

10−8 10−7 10−6 10−8 10−7 10−6 10−8 10−7 10−6 10−8 10−7 10−6

101

102

103

101

102

103

101

102

103

101

102

103

αΔT
all  CAMS (kg m−2)

N
ic

e 
(L

−1
)

Frontal | Mid−lat North | DJF

−65 to −60°C −55 to −50°C −45 to −40°C −35 to −30°C

0
−

0.4 km
0.4

−
1 km

1
−

3 km
3
−

5 km

10−8 10−7 10−6 10−8 10−7 10−6 10−8 10−7 10−6 10−8 10−7 10−6

101

102

103

101

102

103

101

102

103

101

102

103

αΔT
all  CAMS (kg m−2)

N
ic

e 
(L

−1
)

Frontal | Mid−lat North | DJF

−65 to −60°C −55 to −50°C −45 to −40°C −35 to −30°C

0
−

0.4 km
0.4

−
1 km

1
−

3 km
3
−

5 km

10−8 10−7 10−6 10−8 10−7 10−6 10−8 10−7 10−6 10−8 10−7 10−6

101

102

103

101

102

103

101

102

103

101

102

103

αΔT
all  CAMS (kg m−2)

N
ic

e 
(L

−1
)

Frontal | Mid−lat North | DJF

−65 to −60°C −55 to −50°C −45 to −40°C −35 to −30°C

0
−

0.4 km
0.4

−
1 km

1
−

3 km
3
−

5 km

10−8 10−7 10−6 10−8 10−7 10−6 10−8 10−7 10−6 10−8 10−7 10−6

101

102

103

101

102

103

101

102

103

101

102

103

αΔT
all  CAMS (kg m−2)

N
ic

e 
(L

−1
)

Frontal | Mid−lat North | DJF

−65 to −60°C −55 to −50°C −45 to −40°C −35 to −30°C

0
−

0.4 km
0.4

−
1 km

1
−

3 km
3
−

5 km

10−8 10−7 10−6 10−8 10−7 10−6 10−8 10−7 10−6 10−8 10−7 10−6

101

102

103

101

102

103

101

102

103

101

102

103

αΔT
all  CAMS (kg m−2)

N
ic

e 
(L

−1
)

Frontal | Mid−lat North | DJF

●
●

●
●

●

●
●

●

●

●
● ●

●

●

●

●

●

●

●

●

● ●
●

●

●

●
●

●
●

●

●
●

●

●

●

● ● ●

●

●
●

●

●
● ●

●

●

●

●

●

●

●

●
●

●
● ●

●

● ●
●

●

●

●
●

● ●
●

●
●

●

●
●

●
●

●

●
●

●

●
●

● ●
●

●

●
●

●

●
●

●

●

●
●

●

●

●
●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

● ●
● ● ● ● ●

●

● ●

●

●
●

●
● ●

●

●

●

●

●
●

● ●
● ●

●
●

● ● ●
●

●

●

●

●

● ●
●

●

●

●

●

●

●
●

●

● ●

●
●

●

●
●

●

●

●

●

●

●

●

●
● ●

● ●
●

● ● ● ● ●
●

●

●

●

●
●

● ●

●
●

●

●

●
●

●

● ●
●

●

●

●

●

● ●
● ●

●

●

● ●
●

●

●

●

●
●

●

●

● ●

●

●
●

●

● ●
●

●

●

●

● ●
●

● ● ●

●
●

● ●

●
●

●

●

●

Synoptic Convective Frontal Orographic

0−0.4km
0.4−1km

1−3km
3−5km

0−20−40−60−80 0−20−40−60−80 0−20−40−60−80 0−20−40−60−80

−0.2
−0.1

0.0
0.1
0.2

−0.2
−0.1

0.0
0.1
0.2

−0.2
−0.1

0.0
0.1
0.2

−0.2
−0.1

0.0
0.1
0.2

Temperature (C)

Li
ne

ar
 s

en
si

tiv
ity

●
●

●
●

●

●
●

●

●

●
● ●

●

●

●

●

●

●

●

●

● ●
●

●

●

●
●

●
●

●

●
●

●

●

●

● ● ●

●

●
●

●

●
● ●

●

●

●

●

●

●

●

●
●

●
● ●

●

● ●
●

●

●

●
●

● ●
●

●
●

●

●
●

●
●

●

●
●

●

●
●

● ●
●

●

●
●

●

●
●

●

●

●
●

●

●

●
●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

● ●
● ● ● ● ●

●

● ●

●

●
●

●
● ●

●

●

●

●

●
●

● ●
● ●

●
●

● ● ●
●

●

●

●

●

● ●
●

●

●

●

●

●

●
●

●

● ●

●
●

●

●
●

●

●

●

●

●

●

●

●
● ●

● ●
●

● ● ● ● ●
●

●

●

●

●
●

● ●

●
●

●

●

●
●

●

● ●
●

●

●

●

●

● ●
● ●

●

●

● ●
●

●

●

●

●
●

●

●

● ●

●

●
●

●

● ●
●

●

●

●

● ●
●

● ● ●

●
●

● ●

●
●

●

●

●

Synoptic Convective Frontal Orographic

0−0.4km
0.4−1km

1−3km
3−5km

0−20−40−60−80 0−20−40−60−80 0−20−40−60−80 0−20−40−60−80

−0.2
−0.1

0.0
0.1
0.2

−0.2
−0.1

0.0
0.1
0.2

−0.2
−0.1

0.0
0.1
0.2

−0.2
−0.1

0.0
0.1
0.2

Temperature (C)

Li
ne

ar
 s

en
si

tiv
ity

●
●

●
●

●

●
●

●

●

●
● ●

●

●

●

●

●

●

●

●

● ●
●

●

●

●
●

●
●

●

●
●

●

●

●

● ● ●

●

●
●

●

●
● ●

●

●

●

●

●

●

●

●
●

●
● ●

●

● ●
●

●

●

●
●

● ●
●

●
●

●

●
●

●
●

●

●
●

●

●
●

● ●
●

●

●
●

●

●
●

●

●

●
●

●

●

●
●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

● ●
● ● ● ● ●

●

● ●

●

●
●

●
● ●

●

●

●

●

●
●

● ●
● ●

●
●

● ● ●
●

●

●

●

●

● ●
●

●

●

●

●

●

●
●

●

● ●

●
●

●

●
●

●

●

●

●

●

●

●

●
● ●

● ●
●

● ● ● ● ●
●

●

●

●

●
●

● ●

●
●

●

●

●
●

●

● ●
●

●

●

●

●

● ●
● ●

●

●

● ●
●

●

●

●

●
●

●

●

● ●

●

●
●

●

● ●
●

●

●

●

● ●
●

● ● ●

●
●

● ●

●
●

●

●

●

Synoptic Convective Frontal Orographic

0−0.4km
0.4−1km

1−3km
3−5km

0−20−40−60−80 0−20−40−60−80 0−20−40−60−80 0−20−40−60−80

−0.2
−0.1

0.0
0.1
0.2

−0.2
−0.1

0.0
0.1
0.2

−0.2
−0.1

0.0
0.1
0.2

−0.2
−0.1

0.0
0.1
0.2

Temperature (C)

Li
ne

ar
 s

en
si

tiv
ity

Temperature (°C)

∂Nice

∂α

24



Inconsistencies between observations and modelling

▼ ERFaci estimates remain largely inconsistent between satellite observations and 
modelling. 

Boucher et al (2013), IPCC

619

Clouds and Aerosols Chapter 7

7

Estimate Acronym References
Effective radiative forcing due to aerosol–cloud  
interactions (ERFaci) published prior to and considered  
in AR4

AR4 Lohmann and Feichter (1997); Rotstayn (1999); Lohmann et al., (2000); Ghan et al. (2001); Jones 
et al. (2001); Rotstayn and Penner (2001); Williams et al. (2001); Kristjánsson (2002); Lohmann 
(2002a); Menon et al. (2002); Peng and Lohmann (2003); Penner et al. (2003); Easter et al. (2004); 
Kristjánsson et al. (2005); Ming et al. (2005); Rotstayn and Liu (2005); Takemura et al. (2005); 
Johns et al. (2006); Penner et al. (2006); Quaas et al. (2006); Storelvmo et al. (2006)

ERFaci published since AR4 AR5 Menon and Del Genio (2007); Ming et al. (2007b); Kirkevåg et al. (2008); Seland et al. (2008); Storelvmo 
et al. (2008a); Hoose et al. (2009); Quaas et al. (2009); Rotstayn and Liu (2009); Chen et al. (2010); Ghan 
et al. (2011); Penner et al. (2011); Makkonen et al. (2012a); Takemura (2012); Kirkevåg et al. (2013)

Effective radiative forcing due to aerosol–radiation 
and aerosol–cloud interactions (ERFari+aci) in liquid 
phase stratiform clouds published prior to AR4

AR4 Lohmann and Feichter (2001); Quaas et al. (2004); Menon and Rotstayn (2006); Quaas et al. (2006)

ERFari+aci in liquid phase stratiform clouds  
published since AR4

AR5 Lohmann et al. (2007); Rotstayn et al. (2007); Posselt and Lohmann (2008); Posselt and Lohmann 
(2009); Quaas et al. (2009); Salzmann et al. (2010); Bauer and Menon (2012); Gettelman et al. 
(2012); Ghan et al. (2012); Makkonen et al. (2012a); Takemura (2012); Kirkevåg et al. (2013)

ERFari+aci in liquid and mixed-phase stratiform clouds with mixed-
phase clouds

Lohmann (2004); Jacobson (2006); Lohmann and Diehl (2006); Hoose et al. (2008); Storelvmo et al. (2008a);  
Lohmann and Hoose (2009); Hoose et al. (2010b); Lohmann and Ferrachat (2010);  
Salzmann et al. (2010); Storelvmo et al. (2010)

ERFari+aci in stratiform and convective clouds with  convective 
clouds

Menon and Rotstayn (2006); Menon and Del Genio (2007); Lohmann (2008); 
Koch et al. (2009a); Unger et al. (2009); Wang et al. (2011b)

ERFari+aci including satellite observations Satellites Lohmann and Lesins (2002); Sekiguchi et al. (2003); Quaas et al. (2006); Lebsock et al. (2008);  
Quaas et al. (2008); Quaas et al. (2009); Bellouin et al. (2013)

Table 7.3 |  List of references for each category of estimates displayed in Figure 7.19.

Figure 7.19 |  (a) GCM studies and studies involving satellite estimates of RFari (red), ERFaci (green) and ERFari+aci (blue in grey-shaded box). Each symbol represents the best 
estimate per model and paper (see Table 7.3 for references). The values for RFari are obtained from the CMIP5 models. ERFaci and ERFari+aci studies from GCMs on liquid phase 
stratiform clouds are divided into those published prior to and included in AR4 (labelled AR4, triangles up), studies published after AR4 (labelled AR5, triangles down) and from the 
CMIP5/ACCMIP models (filled circles). GCM estimates that include adjustments beyond aerosol–cloud interactions in liquid phase stratiform clouds are divided into those includ-
ing aerosol–cloud interactions in mixed-phase clouds (stars) and those including aerosol–cloud interactions in convective clouds (diamonds). Studies that take satellite data into 
account are labelled as ‘satellites’. Studies highlighted in black are considered for our expert judgement of ERFari+aci. (b) Whisker boxes from GCM studies and studies involving 
satellite data of RFari, ERFaci and ERFari+aci. They are grouped into RFari from CMIP5/ACCMIP GCMs (labelled CMIP5 in red), ERFaci from GCMs (labelled AR4, AR5 in green), all 
estimates of ERFari+aci shown in the upper panel (labelled ‘All’ in blue), ERFari+aci from GCMs highlighted in the upper panel (labelled ‘Highlighted GCMs’ in blue), ERFari+aci 
from satellites highlighted in the upper panel (labelled ‘Highlighted Satellites’ in blue), and our expert judgement based on estimates of ERFari+aci from these GCM and satellite 
studies (labelled ‘Expert Judgement’ in blue). Displayed are the averages (cross sign), median values (middle line), 17th and 83th percentiles (likely range shown as box boundaries) 
and 5th and 95th percentiles (whiskers). References for the individual estimates are provided in Table 7.3. Table 7.4 includes the values of the GCM and satellite studies considered 
for the expert judgement of ERFari+aci that are highlighted in black.
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▼ It is not yet clear if satellites provide better estimations, considering the high attached 
uncertainties and difficulties to assess adjustments.
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Inconsistencies between observations and modelling

▼ There are attempts to reconcile modelling and satellite values of ERFaci, especially by 
making their computation more similar (e.g. Gryspeerdt et al, 2020b; ACP)

▼ Other studies show inherent limitations to current purely satellite approaches, such 
as the coincidence between aerosol and cloud properties.
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▼ There are attempts to reconcile modelling and satellite values of ERFaci, especially by 
making their computation more similar (e.g. Gryspeerdt et al, 2020b; ACP)

Xia et al (2021), Nature Comm.

▼ Other studies show inherent limitations to current purely satellite approaches, such 
as the coincidence between aerosol and cloud properties.

summarizes the number of samples (N; i.e., daily 20 × 20 km2

resolution aerosol–cloud data pairs) and averaged f for Aero_Cld
and Cld for fourteen different oceanic and continental regions
(see Supplementary Fig. 1 for the geographical distribution),
respectively, over the period 2002–2018. It is noteworthy that N
for Cld is comparable to that for Aero_Cld, and even doubled in
some regions over land (e.g., NAM, EUR, ASI, and SAM), indi-
cating that more than half of the cloud samples were artificially
discarded in previous satellite-based researches. Meanwhile, f for
Cld in each region is substantially larger than that for Aero_Cld,

implying those missed clouds also have a stronger radiative
effect. After including all cloud samples, globally averaged
f increases relatively by 13%, compared to Aero_Cld. Spatially,
significant increases of f occur over land (Fig. 2), especially for the
regions with strong anthropogenic emissions (e.g., NAM, ERU,
ASI, and SAM). According to Eq. (3) in “Methods”, such a
spatial pattern would further amplify the effect of sampling biases
on RFaci.

In addition to altering average cloud properties, the sampling
bias is also likely to influence the regressions between cloud

Cloud MODIS AOD coverage area

MERRA-2 AOD coverage area+Cloud projection area

1°×1° atmospheric column

1 lon 1 lon 1 lon

Aero_Cld_Modis Aero_Cld Cld

All_Cld

Fig. 1 Schematic diagram of four basic scenarios in this study. The schematic shows the combinations of clouds and its associated aerosol retrieval
(green; MODIS aerosol optical depth (AOD))/reanalysis (yellow; MERRA-2 AOD) within 1° × 1° atmospheric column (cuboid) for different scenarios.
Aero_Cld_Modis represents the combination of the clouds not fully covering 1° × 1° area and its adjacent MODIS aerosol retrieval. Aero_Cld includes the
same cloud samples as Aero_Cld_Modis but utilizing MERRA-2 AOD. Cld scenario involves the clouds fully covering 1° × 1° area, i.e., no successful AOD
retrieval so that one has to fill with re-analyzed AOD. All_Cld employs the combined datasets in Aero_Cld and Cld, including all available ambient clouds.

Table 1 The total number of samples in All_Cld (Ntotal), and the number of samples (N), averaged cloud fraction (f) in Aero_Cld
and Cld, respectively, for the fourteen regions over the period 2002–2018.

Region Ntotal (#) N (#) in Aero_Cld f (%) in Aero_Cld N (#) in Cld f (%) in Cld

NAM 23,920,376 8,483,378 37.6 15,436,998 88.1
EUR 16,880,708 5,111,997 41.3 11,768,711 90.4
ASI 31,432,972 12,154,722 41.7 19,278,250 89.2
AFR 26,144,924 10,827,397 48.6 15,317,527 83.1
SAM 29,635,448 9,827,060 49.1 19,808,388 82
OCE 10,451,012 5,247,169 38.7 5,203,843 75.6
NPO 133,923,104 54,758,744 71.5 79,164,360 87.3
NAO 85,026,928 41,927,792 65.6 43,099,136 80.6
TPO 174,596,224 84,245,712 59.9 90,350,512 63.9
TAO 84,316,880 39,570,820 60.7 44,746,060 68.1
TIO 51,639,812 28,545,216 51.1 23,094,596 51.3
SPO 170,840,160 79,262,384 75.4 91,577,776 89.1
SAO 91,109,944 37,466,440 77.4 53,643,504 92
SIO 126,288,636 56,619,836 76.8 69,668,800 91.1
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▼ Xia et al (2021) quantified the bias in 
RFaci due to sampling, by reproducing 
it in reanalyses data.

▼ They find that missed clouds typically 
exert a strong cooling effect

▼ Accounting for this bias, RFaci 
increases by 55%, making it more 
compatible with modelling estimates
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Summary

▼ RFaci usually estimated from satellite using the cloud droplet number concentration 
and either the aerosol optical depth or index 

▼ Adjustments are difficult to quantify using satellite observations only but progress has 
been made, especially using natural laboratories
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▼ Large uncertainties on Nd still exist and urgently need to be reduced

▼ Aerosol retrievals are uncertain, not always adapted (hygroscopicity issue) and can 
be difficult to use co-jointly because of co-location problems.

▼ Not enough study on the ACI associated with ice and mixed-phase clouds

▼ Observations and modelling ERFaci estimates remain largely inconsistent. We need 
to work towards unified and more robust methods to quantify ACI.


